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within the adsorbate layer. Experiments are underway to evaluate 
further the capability to image these and various other hydro­
carbon-based monolayers. 
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Introduction 

The interaction between nucleotide bases is an important ele­
ment in the structure of DNA. Consequently, there have been 
numerous studies, experimental1"8 and computational,9-16 con­
cerned with the association of nucleotide base pairs. The com­
putational studies range from gas-phase energy minimizations9"12 

to Monte Carlo and molecular dynamics simulations in solu­
tion.13"16 The work of Pohorille, Kollman, and co-workers is 
particularly notable.15'16 Pohorille et al. performed seminal Monte 
Carlo simulations of stacked and hydrogen-bonded base pairs in 
CCl4 and in water.15 However, only the interaction energies (AFs) 
were calculated, while the more relevant measure of association 
is the free energy, AG. The bases were not allowed to move relative 
to one another, and the interaction energies were calculated by 
computing the differences in the total energies for the complex 
in solution and for the individual bases. This involves computing 
a small difference between large fluctuating numbers which leads 
to difficulties with precision. Subsequently, Cieplak and Kollman 
carried out molecular dynamics calculations for the A-T and G-C 
base pairs in vacuo and in water.16" Free energy changes were 
now calculated using statistical perturbation theory. The calcu­
lations featured arduous series of simulations in which each base 
and the complexes were made to vanish in water. It was correctly 
predicted that stacked structures were more stable than hydro­
gen-bonded ones in water, though the nature of the perturbations 
and simulation times led to significant uncertainties for the free 
energy changes. 

Recently, Dang and Kollman calculated the free energy of 
association of 9-methyladenine and 1-methylthymine in water 
using a different approach.I6b In this case the potential of mean 
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force (PMF) of the base pair was obtained from a series of sim­
ulations in which the bases were gradually perturbed apart. 
Calculation of the association constant, A"a, then involves an in­
tegration of the PMF to a cutoff value that defines association.17 

The relative orientation of the bases was forced to remain constant 
as they were separated. Though the preference for stacking 
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Abstract: Potential functions in the OPLS format have been developed for the nucleotide bases and 2,6-diaminopyridine by 
fitting to the results of ab initio 6-31G(d) calculations for numerous base-water complexes. These potential functions yield 
dipole moments and base pair interaction energies in good agreement with available experimental data. The potential functions 
were tested further in Monte Carlo simulations with statistical perturbation theory to calculate the relative free energies of 
binding in chloroform for 9-methylguanine with 1-methylcytosine (G-C) versus 9-methyladenine with 1-methyluracil (A-U), 
and for G-C versus 1-methyluracil with 2,6-diaminopyridine (U-DAP). The calculations predict the G-C complex to be more 
stable than both the A-U and U-DAP complexes by about 5 kcal/mol. The similar stabilities for complexes like A-U and 
U-DAP are observed experimentally, though the quantitative enhancement in going to G-C appears to be exaggerated in 
the simulations. The large difference in association constants between G-C and the similarly triply hydrogen-bonded U-DAP 
is traced to the gas-phase interaction energies, which favors G-C by about 10 kcal/mol. This in turn is caused by the different 
arrangement of hydrogen bond donor and acceptor sites in the two complexes, which leads to secondary electrostatic interactions 
that disfavor U-DAP relative to G-C. The general importance of such secondary interactions for understanding variations 
in association is discussed. 
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Figure 1. Optimized (3-21G) bond lengths and bond angles for uracil, 4-aminopyrimidine, 2-aminopyrimidin-4-one, imidazole, and 2,6-diaminopyridine. 
See ref 12 for the corresponding geometries of adenine, thymine, guanine, and cytosine. 

Table I. 
DAP 

OPLS Lennard-Jones Parameters for Nucleotide Bases and 

atom A e, kcal/mol 

O 
N 
C in C = O 
other C 
H on N 
H on C 

2.96 
3.25 
3.75 
3.50 
0.00 
2.50 

0.210 
0.170 
0.105 
0.080 
0.000 
0.050 

reappeared, the conclusion and the computed Ka's are not rig­
orously valid in the absence of complete orientational averaging 
which was not done. 

Our initial efforts at studying the association of nucleotide bases 
are summarized here. To begin, we have extended the OPLS 
(optimized potentials for liquid simulations) functions18 to include 
parameters for nucleotide bases.19 In order to test these pa­
rameters, Monte Carlo simulations were performed for the hy­
drogen-bonded base pairs of 9-methylguanine with 1-methyl-
cytosine (G-C) and 9-methyladenine with 1-methyluracil (A-U) 
in chloroform. The availability of experimental association 
constants for these systems allows us to assess the reliability of 
our potential functions. In addition, we have noted an apparent 
anomaly in triply hydrogen-bonded systems." Systems like G-C 
(1) and 2 have reported association constants of 104-105 M"1 in 

H. 

SU9 T x, 
'O 

H v N ' ^ N 
Sug 

chloroform.2'20 However, some triply hydrogen-bonded complexes 

(18) (a) Jorgensen, W. L.; Tirado Rives, J. J. Am. Chem. Soc. 1988, 110, 
1657. (b) Jorgensen, W. L.; Briggs, J. M.; Contreras, M. L. J. Phys. Chem. 
1990, 94, 1683. 
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J. J. Am. Chem. Soc. 1990, 112. 2008. 

(20) Kelly, T. R.; Zhao, C; Bridges, G. J. J. Am. Chem. Soc. 1989, / / / , 
3744. 

of uracils and thymines exhibit much weaker association; e.g., the 
observed K^s for 3 and 4 are only 170 and 90 M"1.1,21,22 These 

Y H--. - - o 0.._ 'N 

N ^ - N 

values are more typical of doubly hydrogen-bonded systems; for 
example, a A"a of 100 ± 20 M"1 is found for 9-ethyladenine with 
1-cyclohexyluracil. To address this issue, Monte Carlo simulations 
were performed to calculate the relative A '̂s between G-C and 
1-methyluracil with 2,6-diaminopyridine (U-DAP), a triply hy­
drogen-bonded system with a bonding pattern similar to 3 and 
4. Reproduction of the observed binding preference for G-C 
provided a basis for in-depth analysis of the origin of the dif­
ferences for triply hydrogen-bonded complexes. 

Parameter Development 
Geometries. For the nucleotide bases, geometries optimized 

by ab initio calculations using the 3-2IG basis set were adopted. 
These have been reported for adenine, thymine, guanine, and 
cytosine.12 Geometry optimizations were performed in this work 
with the 3-2IG basis set for uracil and DAP, and for the mono­
cyclic fragments of adenine and guanine that are used as described 
below.23 The resultant structures are shown in Figure 1. The 
3-2IG optimized bond lengths and angles typically differ from 
X-ray crystal structures by about 0.02 A and 20.24 In all sub­
sequent calculations, these geometries were kept constant. 
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5035. 
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Soc. 1987, 109, 6548. Askew, B. C, Jr. Ph.D. Thesis, University of Pitts­
burgh, 1988, p 60. 
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Figure 2. Base-water complexes used to derive the OPLS parameters. 6-31G(d) values for the interaction energies in kcal/mol, distances in A, and 
angles in degrees are followed by the OPLS values in parentheses. 

Intermolecular Potential Functions. In the OPLS model the 
intermolecular interaction energies are represented by Coulomb 
and Lennard-Jones terms between sites centered on nuclei (eq I).'8 

A£a 

on a on 

= E E (D 

Thus, the interaction energy between molecules a and b is given 
by the sum of the interactions between the sites in the two 
molecules. For the nucleotide bases and other aromatic molecules, 
all-atom potential functions are preferred;25 i.e., all hydrogens 
including those attached to carbon atoms are explicit. The com­
bining rules used for the Lennard-Jones interactions are A1J = 
(AnAjjy I1 and Q,- = (QCy)'/2. In terms of the more familiar o-'s 
and e's, A11 = 4e,o-,-12 and C,,- = 4e,o-;

6. 
Previously OPLS parameters were obtained for various organic 

functional groups and neutral protein residues primarily via Monte 
Carlo simulations of many pure organic liquids.18 The parameters 
were chosen to reproduce experimental thermodynamic properties 
of the liquids, particularly the densities and heats of vaporization. 

(25) Jorgensen, W. L.; Severance, D. 
4768. 

L. J. Am. Chem. Soc. 1990, 112, 

For the nucleotide bases, however, this approach is not feasible, 
since the bases are not liquids near room temperature. Therefore, 
it was decided to follow the procedure that was adopted for ob­
taining parameters for ionic systems.18 In these cases the fitting 
was to results of ab intio calculations for ion-molecule complexes. 

To derive parameters for uracil, cytosine, and DAP, ab initio 
calculations were performed on complexes of these bases with one 
water molecule. Several orientations of the water molecule around 
each base were considered; all involved some form of hydrogen 
bonding between the base and the water molecule (Figure 2). In 
most cases only one parameter, the distance between the hydro­
gen-bonded atoms, was optimized, although occasionally a key 
angle was also optimized. This partial optimization and calculation 
of the interaction energy were done using the 6-31G(d) basis set. 
This basis set is known to yield good descriptions of hydrogen-
bonded complexes.26 In view of the number of basis functions 
in these calculations, ca. 150, limitations on the number of op­
timized variables were necessary. Parameters for thymine were 
then based on those for uracil by adding a standard methyl group. 

(26) Dill, J. D.; Allen, L. C; Topp, W. C; Pople, J. A. J. Am. Chem. Soc. 
1975, 97, 7220. Jorgensen, W. L.; Gao, J. J. Phys. Chem. 1986, 90, 2174. 
Gao, J.; Garner, D. S.; Jorgensen, W. L. J. Am. Chem. Soc. 1986, 108, 4784. 
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Figure 3. OPLS charge parameters for nucleotide bases and DAP. 
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Table II. Dipole Moments (D) for Nucleotide Bases 

Figure 4. Comparison between ab initio 6-31G(d) and OPLS interaction 
energies. 

For the purine bases, the ab initio calculations were performed 
on monocyclic fragments, i.e., 4-aminopyrimidine (adenine 
fragment), 2-aminopyrimidin-4-one (guanine fragment), and im­
idazole, and their complexes with a water molecule (Figure 2). 
As before, several hydrogen-bonded orientations were considered, 
and partial optimization of the intermolecular geometry was 
performed. 

The OPLS parameters were chosen to reproduce the ab initio 
results for the geometries and interaction energies. The TIP4P 
model was used for the water molecule.27 Only the charge 
parameters (q's) for the bases were adjusted. Standard values 
were adopted for the Lennard-Jones parameters, as listed in Table 
I.1825 The final charge parameters that were obtained are shown 
in Figure 3. 

The accord for the interaction energies between the OPLS and 
ab initio results is summarized in Figure 4. Overall, the root-

(27) Jorgensen, W. L.; Chandrasekhar, J.; Madura, J. D.; Impey, R. W.; 
Klein, M. L. J. Chem. Phys. 1983, 79, 926. Jorgensen, W. L. Madura, J. D. 
MoI. Phys. 1985,5«, 1381. 

base 

uracil 
thymine 
cytosine 
adenine 
guanine 

OPLS 

3.71 
4.14 
7.20 
2.54 
6.44 

exp" 

3.86, 3.9 
3.58 
7.10 
3.16, 3.0 
6.76 

Singh and Kollman11 

STO-3G 

3.37 
3.20 
5.67 
2.17 
6.14 

Clementi 

3.72 
3.54 
6.14 
2.31 
6.21 

" Reference 29. b Reference 30. 

mean-square (rms) deviation is 0.58 kcal/mol. The only significant 
discrepancies are for the two out-of-plane complexes of imidazole; 
without them, the rms deviation would be 0.13 kcal/mol. With 
the simple point charge model used, it was not possible to re­
produce simultaneously the very different interaction energies for 
the in-plane ( 6 kcal/mol) and out-of-plane ('—3 kcal/mol) 
complexes (Figure 2). The lower energy structures were em­
phasized in the fitting since they are expected to be more popu­
lated. 

The interaction distances from the OPLS calculations are 
uniformly 0.2-0.3 A shorter than the ab initio results (Figure 2). 
This feature is necessary to obtain correct liquid densities from 
the potential functions, as discussed previously.18,28 

Another requirement of the OPLS charge distribution is that 
they give reasonable dipole moments for the nucleotide bases. The 
dipole moments calculated using the OPLS charge distributions 
are shown in Table II, along with experimental values29 and other 
theoretical results.30 The latter are from Singh and Kollman and 
were obtained by fitting to ab initio electrostatic potentials cal­
culated using the STO-3G basis set and the minimal basis set of 
Clementi.31 In view of the fact that the dipole moments were 
not used in the parameter fitting, the agreement between the 
OPLS and experimental values is surprisingly good. Perfect 

(28) Jorgensen, W. L.; Swenson, C. J. J. Am. Chem. Soc. 1985, 107, 569, 
1489. 

(29) Pullman, B. In Molecular Association in Biology; Pullman, B., Ed.; 
Academic: New York, 1968; p 1. 

(30) Singh, U. C; Kollman, P. A. J. Compul. Chem. 1984, 5, 129. 
(31) Clementi, E.; Andre, J. M.; Andre, M. C; Klint, D.; Hahn, D. Acta 

Phys. Chem. 1969, 27, 493. 
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Table III. Optimized Interaction Energies (kcal/mol) for Base Pairs 
in the Gas Phase 

Figure 5. Pairs of hydrogen-bonded donor and acceptor sites on the 
nucleotide bases. 

agreement is not sought, though serious discrepancies would be 
cause for concern. 

Base Pair Interaction Energies 
As an initial test of the new OPLS parameters, gas-phase 

interaction energies were calculated for numerous hydrogen-
bonded base pairs between 9-methyladenine, 9-methylguanine, 
1-methylthymine, and 1-methylcytosine. All possible multiply 
hydrogen-bonded orientations were considered. These may be 
identified by considering all the hydrogen-bond donor and acceptor 
sites that are 1,3 or 1,4 to each other (Figure 5). A D-A site 
can form two hydrogen bonds with another D-A site. Since there 
are seven D-A sites in the four bases, there is a total of 28 (7 X 
8/2) base pair orientations with this pattern. A D-D site can form 
two hydrogen bonds with an A-A site, and it can do so in two 
orientations. There are two D-D sites and only one A-A site, 
giving a total of 4 (2 X 2) base pair orientation with this pattern. 
However, the triply hydrogen-bonded G-C base pair uses both 
a D-A:D-A and a D-D:A-A pattern. Thus, there is a net of 31 
possible multiply hydrogen-bonded orientations for the base pairs. 

Intermolecular geometries were fully optimized, although in 
most cases the base pairs remained coplanar or nearly so. Some 
of these complexes are shown in Figure 6; the complete set can 
be found in the supplementary material. The 31 OPLS interaction 
energies are given in Table III, along with prior theoretical results 
for some cases. Kudritskaya and Danilov's values were calculated 
with an atomic dipole approximation using CNDO-Cl wave 
functions.103 Langlet et al.'s results came from a multipole ex­
pansion for the electrostatic energy up to the quadrupole-quad-
rupole term with charge distributions from ab initio SCF calcu­
lations.1013 The experimental A/fs were obtained using mass 
spectrometric methods; the actual orientations of the bases in the 
complexes were not determined.8 The accord between the OPLS 
interaction energies and Langlet's values is better than that for 
the results of Kudritskaya and Danilov, though there are still 
significant differences as in the case of adenine dimers. The 
interaction energies can also be compared to the results of Hobza 
and Sandorfy, who calculated the interaction energies of 28 of 
these base pairs using ab initio calculations with a minimal basis 
set, plus a correction for basis set superposition errors and an 
empirically calculated dispersion term." Although their calculated 
interaction energies are consistently more negative than the OPLS 
values, the general trends are very similar. Particularly en­
couraging is the agreement between the OPLS predictions and 
the four experimental values. It can be seen that there is sub­
stantial variation in the 31 interaction energies. The strongest 
interactions are observed in base pairs involving G and C, which 
do have the largest dipole moments. 

Kyogoku et al. have measured the association constants for the 
base pairs shown in Figure 6 in chloroform using infrared spec-
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N l - 0 2 ' 
N 2—N 3' 
N2—N3' 
N4'—N3 
N6—N3' 
N4'—Nl 
N6—N3' 
N4'—N7 
N l - 0 2 ' 
N 3'—06 
N l - 0 4 ' 
N 3'—06 
N2—02' 
N3'—N3 
N 2—04' 
N3'—N3 
N l - N l ' 
N 6'—06 
N2—Nl' 
N 6'—N 3 
N l - N 7 ' 
N6'—06 
N2—N7' 
N6'—N3 
N4—04' 
N3'—N3 
N4—02' 
N3'—N3 

OPLS4 

-8.3 

-6.0 

-7.9 

-15.0 

-21.0 

-10.8 

-12.1 

-16.2 

-17.3 

-9.1 

-9.0 

-9.0 

-10.4^ 

-10.3 

-10.6 

-10.6 

-22.4^ 

-16.0 

-12.2 

-10.1 

-9.1 

-11.5 

-12.4 

-11.6 

-11.9 

-12.2 

-10.3 

-11.5 

-9.9 

-9.3 

-8.8 

Langlet 
et al.c 

-14.0 

-12.1 

-12.9 

-20.0 

-20.8 

-14.9 

-9.5 

-9.6 

-12.9 

-12.4 

-13.6 

-13.3 

-23.7 

Kudritskaya 
and Danilov'' exp AHe 

-5.25 

+0.35 

-5.60 

-10.73 -16.0 

-16.04 

-6.36 

-5.21 -9.0 

-3.73 

-7.00 -13.0 

-6.78 

-6.44 

-6.67 

-16.79 -21.0 

-7.32 

-8.30 

-7.74 

-9.86 

-9.40 

-5.86 

-3.67 

-4.40 

"Hydrogen-bond donor — acceptor; primed atom belongs to the 
second of the bases listed in the first column. * Methyl-substituted base 
pairs were used for the OPLS calculations. c Reference 10b. 
dReference 10a. ' Reference 8. }Watson-Crick orientations. Interac­
tion energies for the parent (nonmethylated) base pairs are -10.6 (A-
T) and-22.1 (G-C). 

troscopy.1'2 Their measured tfa's for G-C, G-G, A-T, C-C, T-T, 
and A-A are 104-105, IOMO4, 130, 28 ± 3, 3.2, and 3.1 ± 0.3 
M"1, respectively. While it is not appropriate to make a direct 
comparison between our gas-phase interaction energies and their 
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Figure 6. Most stable orientations of the base pairs G-C, G-G, C-C, A-T, T-T, and A-A. Note that the Hoogsteen orientation is the most stable 
for A-T; however, other orientations including the Watson-Crick have essentially the same interaction energies. 

theless, the G-G orientation in 5b is the same as that found in 
the guanine quartet, proposed to occur in telomeric DNA.32 It 
is interesting to note that this is not the most stable orientation 
of the guanine dimer; in fact, it is the second least stable of the 
five possible orientations. However, it is perfectly suited to form 
the tetramer in 6a. This tetramer has a total of eight hydrogen 

Scheme I 

DAP + 

• 

8.4 
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Z 
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10.3 

-U 
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AG1 - AG2 = -4.7 ± 0.3 kcal/mol 

KxIK1 = 2.8 xlO4 

AG1 - AG3 = -5.1 ± 0.7 kcal/mol 

AT1ZAT3 = 5.5 x 104 

solution-phase association constants, the observed trends are quite 
similar. As illustrated, the most strongly bound orientations of 
these base pairs have predicted interaction energies of-22.4, -21.0, 
-10.6,-15.0,-9.1, and -8.3 kcal/mol. The only rearrangement 
is between A-T and C-C. However, there are four nearly 
isoenergetic orientations for the A-T base pair and only one for 
C-C. If it is assumed that all four orientations contribute equally, 
the association constant for each orientation is 32.5 M"1, and the 
discrepancy is lessened. 

Interestingly, Williams et al. have studied the formation of 
trimers and tetramers of G and C.7 Of the two possible C-G-G 
trimers (5a and 5b), 5a was deemed to be the more stable on the 
basis of NMR spectra. This is consistent with the present results, 
since the G-G portion of this trimer has an interaction energy 
of-17.3 kcal/mol compared to-13.6 kcal/mol for 5b. Never-

0K J 
H N - H 

H 

Nc^ ^ N v 

OCT 

/ t V s " T O 
I. "1 .-» 

H XXN> 

H N—<( " i ) 

i Kir 

1CT 

fX -•• / " 

5b 

bonds. Another reasonable structure is 6b, which is a dimer of 
the most stable guanine dimer. There are only six hydrogen bonds, 
and two of them are substantially nonlinear. However, there may 
also be partial hydrogen bonds between the amino groups and the 
carbonyl oxygens. Thus, this structure could be energetically 
competitive with 6a. 

Monte Carlo Simulations 

The relative association constant in chloroform between the base 
pairs G-C and A-U was calculated using Monte Carlo simula­
tions.33'34 As before, the methyl-substituted bases were used in 
these calculations. The thermodynamic cycle below was consid­
ered, and the relative free energy of association (AG, - AG2) was 
obtained by computing AG3 + AG4 - AG5. Statistical pertur­
bation theory was used to obtain the AG's.35 Thus, G was 
gradually converted to A using a coupling parameter, X, which 

(32) Sen, D.; Gilbert, W. Nature 1988, 334, 364. Sundquist, W. I.; Klug, 
A. Nature 1989, 342, 825. Williamson, J. R.; Raghuraman, M. K.; Cech, T. 
R. Cell 1989, 59, 871. 

(33) Tembe, B. L.; McCammon, J. A. Comput. Chem. 1984, S, 281. 
(34) For reviews, see: (a) Jorgensen, W. L. Ace. Chem. Res. 1989, 22, 184. 

(b) Beveridge, D. L.; DiCapua, F. M. Annu. Rev. Biophys. Biophys. Chem. 
1989, 18, 431. 

(35) Zwanzig, R. J. Chem. Phys. 1954, 22, 1420. 
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G 

AG, AG4 

A + U 

AG1 

AG, 

G-C 

AG5 

A-U 
represents the linear admixture of G and A as X goes from 0 (G) 
to 1 (A). Similarly, C was gradually converted to U and the 
complex G-C to A-U. The complexes started out in the Wat­
son-Crick orientation, but the bases were allowed to move in­
dependently. Numerous simulations, each at different values of 
X, were performed for each conversion. In each simulation X was 
perturbed to both smaller and larger values; thus, each simulation 
yielded two incremental AG's. The incremental AG's are given 
by eq 2 which expresses the free energy change for perturbing 

Gj - G1 = -kBT In <exp[-(ff, - H,)/kBT\ >,• (2) 

X,- to Xy as a function of the energy difference between the systems 
at X,- and X,, H1 - H1, with the average obtained by configurational 
sampling for the system at X,. 

The simulations were carried out at constant temperature (25 
0C) and pressure (1 atm). In the G to A and C to U mutations, 
the bases were surrounded by 125 chloroform molecules in a cubic 
cell with dimensions ca. 26 X 26 X 26 A3, while in the G-C to 
A-U mutation the number of solvent molecules was 185 and the 
cell dimensions were ca. 26 X 26 X 39 A3. Periodic boundary 
conditions and the OPLS four-site model for chloroform,8b were 
employed. Intermolecular interaction energies were calculated 
using a molecule-based cutoff distance of 12 A; i.e., if any in­
termolecular atom-atom distance was less than 12 A, the entire 
intermolecular interaction was included. The cutoffs were 
smoothed by quadratic feathering over the last 0.5 A. 

Each simulation consisted of 5 X 105 to 106 configurations for 
equilibration, followed by averaging for 2X10 6 configurations. 
The configurations were chosen using Metropolis and preferential 
sampling.34'36 

For the G-C and A-U mutation, an additional set of simula­
tions was performed. A simulation was carried out at X = 0 
(corresponding to G-C), in which the free complex was perturbed 
into a system in which weak harmonic constraints (k = 20 
kcal/mol-A2, req = 3 A) were imposed between Nl of G and N3 
of C and between 0(C6) of G and N(C4) of C. These constraints 
were maintained at the intermediate points (0 < X < 1), in order 
to enforce proximity of the bases. In the final simulation, per­
formed at X = 1, the constraints were removed to yield the free 
A-U complex. 

An analogous set of Monte Carlo simulations was performed 
to calculate the relative association constant for G-C versus 
U-DAP. The computations were carried out with the BOSS 
program, version 2.8, on Silicon Graphics 4D and Sun workstations 
in our laboratory. 

Results and Discussion 
Figures 7-9 show representative configurations of the base pairs 

G-C, A-U, and U-DAP in chloroform. These configurations were 
generated without the harmonic constraints mentioned above, yet 
the bases remained hydrogen bonded to one another throughout 
the simulations. This is consistent with the well-known fact that 
nucleoside bases form hydrogen-bonded complexes in nonpolar 
solvents.1"7 

Numerical results of the various series of simulations are shown 
in Scheme I below. Details on the incremental AG's are presented 
in the supplementary material. The error bars (±l<r) were ob­
tained by calculating separate averages over blocks of 2 X 105 

configurations during each Monte Carlo simulation. In all except 
one of the mutations, four to six separate simulations were used 
to span the range of the coupling parameter X from 0 to 1. The 
exception was the unconstrained G-C to A-U mutation, which 

(36) Metropolis, N.; Rosenbluth, A. W.; Rosenbluth, M. N.; Teller, A. H.; 
Teller, E. J. Chem. Phys. 1953, 21, 1087. Owicki, J. C. ACS Symp. Ser. 1978, 
86, 159. 

was covered in 13 simulations. The smaller increments for X were 
beneficial in keeping the bases from drifting irreparably apart in 
the intermediate stages of the mutation. 

The 15.4-kcal/mol free energy difference between G-C and 
U-DAP includes a necessary correction, RT In 2, that reflects 
the changes in symmetry numbers for the two complexation 
processes.37 Another, perhaps more obvious, way of looking at 
this is to realize that there are two ways for DAP to bind to U 
using three hydrogen bonds, while for G-C there is only one way. 
Similarly, there are four ways of forming the A-U base pair, which 
have nearly identical interaction energies (Table II); however, only 
the Watson-Crick form was sampled. For G-C, the triply hy­
drogen-bonded Watson-Crick orientation is much more stable 
than any other orientations, so it is safe to assume that only this 
orientation is significant. Therefore, the correction for the free 
energy difference between G-C and A-U is approximately RT 
In 4. This factor is included in the 10.3 kcal/mol listed in Scheme 
I. 

The relative K3 of 2.8 X 104 between G-C and A-U is some­
what larger than the value suggested from experiment.1,2 However, 
there is much uncertainty in the experimental K3 for G-C. For 
such strongly bound complexes, determination of the association 
constant requires very dilute solutions and hence fairly long IR 
cells. This leads to complications caused by heating of the solution. 
Additionally, water absorption interferes with the absorption bands 
of the uncomplexed bases. Hence, the experimental K3 of 104— 105 

M"1 for G-C is only a "rough estimate".2 However, the calculated 
relative K3 between G-C and U-DAP (5.5 X 10") is essentially 
the same as that between G-C and A-U, which is consistent with 
the observation of similar K3% (ca. 102) for systems like A-U or 
U-DAP.12'21 

The values shown in Scheme I are those obtained from the 
unconstrained calculations. When the harmonic constraints were 
included in the simulations, the values obtained are AG, - AG2 

= -7.2 ± 0.3 kcal/mol (KxIK1 = 1.8 X 105) and AG1 - AG3 = 
-7.0 ± 0.4 kcal/mol (K1JK3 = 1.4 X 105). These K3 ratios are 
larger than the ones obtained from the unconstrained simulations. 
However, comparing the relative K3 between G-C and A-U to 
that of G-C and U-DAP leads to the same conclusion, similar 
K3's for A-U and U-DAP. In the absence of sampling problems, 
the constrained and unconstrained result should be the same. It 
is not possible from the present calculations to determine which 
of the procedures leads to the "correct" prediction. However, 
calculations of the absolute association constants (see below) are 
consistent with the unconstrained results.38 

That G-C is more strongly bound than A-U is in accord with 
expectations, since three hydrogen bonds should be better than 
two. That G-C is preferred over the triply hydrogen-bonded 
U-DAP to a similar extent is surprising, but this is fully consistent 
with the experimental data for 1-4. The success of the simulation 
method in reproducing this unusual result provides confidence in 
the computations and underlying force field. 

Another test and challenge would be to compute the absolute, 
rather than relative, association constants. There are currently 
two reasonable approaches for this. One could compute the PMF 
for the base pair as the bases are gradually separated.17 The 
problem is that complete orientational averaging is required which 
may be difficult to achieve without greatly extending the simu­
lations. Nevertheless, this route to computing the absolute K3S 
was investigated for uracil-DAP and G-C in chloroform. The 
central hydrogen-bonded N-N distance was used as the reaction 
coordinate; otherwise, the individual molecules moved freely. The 
computations were well-behaved for uracil-DAP, and a smooth 
PMF was obtained as shown in Figure 10. The parent uracil 
(i.e., not 1-methyluracil) was used in this calculation. A single 
minimum is found at a uracil N3 - DAP Nl separation of 3 A 
corresponding to the triply hydrogen-bonded complex. Integration 
to 5-6 A over this free energy profile,17 which has been zeroed 
at 7.1 A, yields a K3 of 143 M"1. This is in the range of the 

(37) Bailey, W. F.; Monahan, A. S. J. Chem. Educ. 1978, 55, 489. 
(38) Pranata, J.; Jorgensen, W. L. Tetrahedron, in press. 
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Fieure 7. Slereoplol of a typical configuration of 0-C obtained during the Monte Carlo simulations. Only chloroform molecules with an atom within 
4 A of any solute atom are shown in Figures 7-9. Note thai there is an implicit hydrogen in the OPLS four-site model for chloroform. 

£&*. •£&* 
Figure 8. Slereoplol of a lypical configuration of A-U obtained during the Monte Carlo simulations. 

*T* 

• o ._T # P, . „ ^ • . 4 • «0 . . 

Figure 9. Slereoplol of a lypical configuration of U-DAP obtained during the Monte Carlo simulalions. 

experimental results for 3 and 4, 170 and 90 M"1, respectively.2-21 

However, the PMF calculation for G-C was problematic because 
of the existence of varied hydrogen-bonded orientations for this 
base pair. At different separations, different forms of hydro­
gen-bonded complexes tend to predominate. The simulations are 
essentially trapped in these numerous local minima. It becomes 
impossible to sample enough of configuration space to obtain 
proper averaging and a bumpy PMF is obtained. Further study 
is required to develop fully this approach to computing K3's. 

The alternative approach to calculating absolute Ka's is illus­
trated in the thermodynamic cycle below for A-U.39 Two sets 

: 

-: 

A + U 
AG1 

AG, 

A-U 

IAG, 

4 

U - DAP Potential of Mean Force 

A + O - J L - A 
of simulations are necessary. In the first, U is made to disappear 
in the solvent. In the other. U is made to disappear while bound 
to A. The free energy of association (SG1) is calculated as AG2 

(39) Jorgensen. W. L.: Buckner. J. K.; Boudon. S.; Tirado-Rives. J. J. 
Chem. Phys. 1988. H9. 3742. 

2 3 4 5 6 7 8 
NI-N3 Distance (Al 

Figure 10. Potential of mean force computed for the U-DAP complex. 

- AG3. These calculations have been performed for G-C and 
A-U, and the results arc presented in full elsewhere.38 The 
calculated Ka's with the present potential functions are ca. 5.7 
X 10s M-' and 4.4 x 102 M"' for G-C and A-U in chloroform. 
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Figure 11. Optimized gas-phase structures of the G-C and U-DAP 
complexes from the OPLS potential functions. 
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Figure 12. Secondary hydrogen-bonding interactions in the G-C and 
U-DAP complexes. 

These values are both only a little higher than the experimental 
results. Also, their ratio of 103 is closer to the present uncon­
strained results of 104 than the constrained result of 105. 

The stronger binding of G-C than U-DAP can be traced to 
the intersolute interaction energy which is 10.5 kcal/mol more 
attractive for G-C in chloroform. In the isolated complexes, the 
optimal interaction energies are -22.4 kcal/mol for G-C and -11.1 
kcal/mol for U-DAP, as shown in Figure 11. However, the 
primary hydrogen-bonding interactions are the same, there are 
two NH2-K) and one NH->N hydrogen bonds in both complexes. 
More subtle effects must be present to account for the 11.3-
kcal/mol difference. 

A simple interpretation is provided by considering the secondary 
interactions indicated in Figure 12. These separations are still 
short (2.3-3.7 A) owing to the proximal hydrogen bonds and 
involve substantial electrostatic interactions. In view of the partial 
positive charge on H and partial negative charges on N and O, 
two of the secondary interactions are attractive and two are re­
pulsive for G-C, while all four interactions are repulsive for 
U-DAP. If each primary hydrogen bond is assigned -7.5 kcal/mol 
and each secondary interaction contributes ±2.5 kcal/mol, the 
interaction energies are fit at -21.5 kcal/mol for G-C and -11.5 
kcal/mol for U-DAP, consistent with the OPLS values. 

+. -

-: .* 

+. — +•. 

-̂ . > 

+ — — 4- + 
index +4 0 - 4 

Figure 13. Possible patterns of secondary interactions in triply hydro­
gen-bonded complexes. 

The three possible arrangements of the partially charged sites 
for triply hydrogen-bonded systems are shown in Figure 13. The 
worst situation is when the positive and negative sites alternate, 
as in DAP and imides, resulting in a total of four destabilizing 
secondary interactions. The intermediate case is represented by 
G-C, with two attractive and two repulsive interaction resulting 
in no net secondary effect. The most favorable situation has all 
the hydrogen-bond donor sites on one molecule and all the acceptor 
sites on the other, resulting in a total of four attractive secondary 
interactions. Naturally, the magnitudes of the partial charges 
as well as their arrangement are important to the overall strength 
of the interaction. The large dipole moments for G and C (Table 
II) reflect the greater charge separation for these bases than for 
U and DAP (Figure 3). Stronger hydrogen bonding for G and 
C is also indicated by the results in Figure 2. 

The consideration of secondary electrostatic interactions is 
relevant in many contexts. For example, Benner and co-workers 
have been "expanding the genetic alphabet" by incorporating the 
new base pairs isoguanosine-isocytidine (isoG-isoC, 7) and 
xanthosine-2,4-diaminopyrimidine (X-K, 8) into duplex DNA and 

H H"- 1 1 / 
"-•O^N-'S' 

^ S ^N, O 

RNA using DNA and RNA polymerases.40 From the perspective 
of Figure 13, 7 has a hydrogen-bonding pattern identical with 
G-C, while 8 has a pattern identical with U-DAP. Neither of 
these base pairs, nor the others proposed by Benner and his co­
workers,40 have the pattern that could lead to the strongest hy­
drogen-bonded pair. 

Consideration of secondary hydrogen-bonding interactions also 
helps explain the variability of interaction energies shown in Table 
III and Figure 6. With the exception of G-C, all the complexes 
in Figure 6 are doubly hydrogen-bonded. Yet, G-G and C-C 
have substantially stronger interaction energies than A-T, A-A, 
or T-T. The secondary interactions between the atoms involved 
in primary hydrogen bonding are the same, with two repulsive 
interactions in each complex. However, in G-G there are ad­
ditional attractive secondary interactions between the amino groups 
on C2 (which do not participate in primary hydrogen bonding) 
with the carbonyl oxygens on C6. The situation is similar in C-C, 
where there are attractive interactions between the oxygens on 
C2 with the amino groups on C4. No such interactions are present 
in the other base pairs. In fact, there are repulsive secondary 
interactions in T-T between the C2 and C4 oxygens and perhaps 
between N 7 and the C2 oxygen in A-T. Thus, recognition of the 
secondary electrostatic interactions is useful in understanding 
trends in base pair association energies. Of course, their appli­
cability extends to hydrogen-bonded host-guest systgems in 
general. For example, such secondary interactions were recently 
invoked to explain the differences in the intramolecular associations 
between dilactams, diimides, and lactam-imides.41 

(40) Switzer, C; Moroney, S. E.; Benner, S. A. J. Am. Chem. Soc. 1989, 
///, 8322. Piccirilli, J. A.; Krauch, T.; Moroney, S. E.; Benner, S. A. Nature 
1990, 343, 33. 
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Conclusions 
OPLS parameters have been developed for the nucleotide bases 

and DAP. Interaction energies were obtained using these pa­
rameters for 31 base pair geometries that are consistent with the 
limited, related experimental data. 

Relative association constants between the G-C and A-U base 
pairs and between G-C and U-DAP in chloroform were then 
calculated via Monte Carlo simulations. The results are quali­
tatively consistent with experimental data, although the calculated 
preferences for G-C are larger than the experimentally based 
estimates. Comparison of the two results, however, leads to similar 
association constants for A-U and U-DAP, a result in agreement 
with experiment. 

The much stronger association of G-C relative to the similarly 
triply hydrogen-bonded U-DAP is explained by consideration of 

(41) Jeong, K. S.; Tjivikua, T.; Rebek, J., Jr. /. Am. Chem. Soc. 1990,112, 
3215. Jeong, K. S.; Tjivikua, T.; Muehldorf, A.; Deslongchamps, G.; Famulok, 
M.; Rebek, J„ Jr. J. Am. Chem. Soc. 1991, 113, 201. Jorgensen, W. L.; 
Severance, D. L. J. Am. Chem. Soc. 1991, 113, 209. 

Introduction 

A large amount of work has been devoted to reductive activation 
of carbon dioxide,1 because of the possibility of energy storage 
or of using this ubiquituous molecule as a C) building block in 
organic chemistry.2 Direct electrochemical reduction of CO2 

occurs at rather negative potentials (more negative than -2 versus 
SCE in most solvents). Depending on the exact experimental 
conditions, CO2 reduction affords oxalate, formate, or equimolar 
amounts of carbon monoxide and carbonate.'r's Therefore, the 
search for catalysts able to decrease the relatively high overpo-
tential and to increase the selectivity of the reductive process has 
become an important challenge. Several groups have demonstrated 
that transition metal catalysts can be used advantageously in this 
search.3 Indeed, carbon dioxide can bind to transition metal 
complexes in a variety of ways4"8 that may allow its selective 
activation at rather low potentials. 

In the inorganic or organometallic fields the importance of 
carbon dioxide coordination by metal complexes has been well 
recognized,4 with a special emphasis on the creation of carbon-
carbon bonds.4,9,10 For example, CO2 insertion into carbon-metal 
bonds:10 

M-R + CO2 -* M-O-C(O)-R (1) 

or CO2 addition to unsaturated hydrocarbons coordinated to a 
metal center,4'9,11'12 as, e.g., to Tj3-allyl complexes:" 

*To whom any correspondence should be addressed. 
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secondary electrostatic interactions. The arrangement of hy­
drogen-bond donor and acceptor sites in the two molecules forming 
a complex can lead to a substantial attractive or repulsive sec­
ondary interactions. Such considerations have general applicability 
in understanding variations in hydrogen-bonding complexation 
in many contexts. 
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+ CO2 ^ - > > < / CO2H+ etc. (2) 

or to Tj2 complexes:12 

JM, CH2=CHCnH2n+1) + CO2 — Cn+2H2n+5-CO2H (3) 

result in the overall formation of carboxylic acids or their de-

(1) See, e.g.: (a) Teeter, T. E.; van Rysselberghe, P. J. Chem. Phys. 1954, 
22, 759. (b) Jordan, J.; Smith, P. T. Proc. Chem. Soc. 1960, 240. (c) Roberts, 
J. L.; Sawyer, D. T. J. Electroanal. Chem. 1965, 9, 1. (d) Haynes, L. V.; 
Sawyer, D. T. Anal. Chem. 1967, 39, 332. (e) Bewick, A.; Greener, G. P. 
Tetrahedron Lett. 1969, 4623. (f) Paik, W.; Andersen, T. N.; Eyring, H. 
Electrochim. Acta 1969, 14, 1217. (g) Bewick, A.; Greener, G. P. Tetrahe­
dron Lett. 1970, 391. (h) Udupa, K. S.; Subramanian, G. S.; Udupa, H. V. 
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Abstract: In the presence of stoichiometric amounts of carbon dioxide, and catalytic amounts of Ni"(dppe)Cl2, electrolysis 
of bromobenzene results in the nearly quantitative formation of benzoic acid with negligible production of benzene or biphenyl. 
The mechanism of the nickel-catalyzed electrocarboxylation is shown to proceed through a chain reaction involving Ni(O), 
Ni(I), Ni(II), and Ni(III) intermediates, very reminiscent of that previously established for the nickel-catalyzed coupling of 
bromobenzene. Based on a detailed kinetic analysis of the propagation of this catalytic chain and of its competition with the 
biphenyl chain, all the key steps of the catalytic chain are identified and their rate constants determined. 


